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Batched Multinomial Contextual Bandit Algorithm: B-MNL-CB Rarely-Switching Multinomial Bandit Algorithm: RS-MNL

= Batched Algorithm for Multinomial Logistic Bandits: B-MNL-CB
= Setting: Stochastic Contextual

= Regret: O(V/T)

= Policy Updates: Q(loglogT)

= Rarely-Switching Algorithm for Multinomial Logistic Bandits: RS-MNL

1. Stochastic Contextual Setting:

= Each arm set X is sampled from the same (unknown) distribution D.

T

= Goal: minimize R(T) =E {Z

t=1

2. Algorithmic Skeleton:

reX;

{max pT2(w,0%) — p (w1, 6)

= Setting: Adversarial Contextual

= Regret: O(V/T)

= Policy Updates: O(log T") (improves Sawarni et a

= Empirical Performance: Achieves regret better t
state-of-the-art logistic and multinomial logistic

. 2024 by logarithmic factors)
han, or atleast comparable to
pandit algorithms.

(Multinomial) Logistic Bandits

For each batch

= Successive
= Learner’s Play: @y ~ w(X)

.

Flimination: X + {x € X : UCB(x) > max,cy LCB(x)}

= Policy Updates: Divide batch indices into two disjoint sets C' and D:

« (' —> update estimates.
= D —> parameters.

3. Policy Calculation

. Adversarial Contextual Setting:

= No assumptions on the arm sets.
T

= Goal: minimize R(T) =) max p'z(x,0%) — p'z(x;, 0%)].
t=1 | TEN

. Algorithmic Skeleton:

At each round ¢

= Check if det H; > 2 det H. (7 : previous switching round)
= |[f true, update estimate of parameters.
= Choose arm with maximum UCB to play.

. Improvement over Sawarni et al. 2024:

= Gets rid of a warm-up switching criterion.
= Number of switches: O(log”T) < O(log T).
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5. Regret Guarantee: With high probability, at the end of T' rounds, the regret
incurred by B-MNL-CB is bounded by

T
R(T) <Y 2ei(m;) + 2ex(y)

" Hidden Optimal Parameter: 6* = (67',. .., 49}}T)T c R such that ||@*]| < S. =1

= Known Reward Vector: p such that ||p|| < R and py = 0.

= Link Function z(x, 0) = (z1(x, 0), ..., zx(x, 0)).

= Gradient of Link Function A(x, 0) = diag(z(x,0)) — z(x,0)z(x,0)".

= Non-linearity parameter « :

where €1(x) and e(x) are the error terms that appear in the UCB expression.

= Bound €;(x) and ey(x) similar to B-MNL-CB (using directionally scaled sets).

R(T)= O (RS*K2dVT
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Proof Sketch
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= Using ideas from Zhang et al. 2023, we can decompose the regret as

R(T)<4) E {max e1(x) + max eg(m)} .
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(Distributional) Optimal Designs

Regret
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= G-Optimal Design mg: » 500.

- We define X = A@0)” o 1 < iich that

B(z)
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= Ruan et al. 2021 introduced distributional optimal designs to improve this bound g i (A(m, 0): Az, 0): O 0 rber of Reonds(y 00 5000 e
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v We use this to combine the optimal designs learned for the K different sets.
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